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Over the past decade, the level of interest in improving the quality 
of healthcare in the United States has increased. New requirements 
established by regulatory organizations require the ongoing practice-
based evaluation of physician performance. Peer review, a key process 
in physician performance evaluation, is geared primarily toward mea-
suring diagnostic accuracy. Accuracy may be measured in terms of 
interpretive agreement or disagreement during a blinded double read-
ing or in workstation-integrated evaluations. Each method of assessing 
diagnostic accuracy has strengths and weaknesses that should be care-
fully considered before it is implemented in a particular departmental 
or institutional setting.
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LEARNING
OBJECTIVES
After reading this 
article and taking 
the test, the reader 

will be able to:

Identify the key as- ■

pects of performance 
evaluation, including 
peer review, as de-
fi ned by the ABMS 
and JCAHO.

Describe the  ■

advantages and 
disadvantages of 
blinded double 
reading, interdisci-
plinary evaluation, 
and workstation-
integrated systems 
for peer review in 
diagnostic radiology.

Discuss common  ■

challenges and solu-
tions when imple-
menting peer review 
in a radiology de-
partment.
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Introduction
Various regulatory agencies are responsible for 
assessing hospitals and doctors for purposes of ac-
creditation, certifi cation, licensing, credentialing, 
and privileging. These agencies include state and 
specialty boards, the American College of Radiol-
ogy (ACR), the Joint Commission on Accredita-
tion of Healthcare Organizations (JCAHO), and 
the Accreditation Council for Graduate Medical 
Education (ACGME). Regulatory agencies base 
their assessments of medical staff partly on ongo-
ing performance-based evaluations that include 
peer review. Detailed defi nitions of the fi ve func-
tions performed by agencies that regulate health-
care delivery are important for understanding the 
processes involved (Table 1).

The article surveys the key aspects of medical 
staff performance evaluation, compares the evalu-
ation methods that are currently used in radiol-
ogy, and describes a setting-specifi c evaluation 
system that includes confi dential peer review and 
that can be applied in a radiology department.

Healthcare in 
the United States

In the decade since the Institute of Medicine 
reported that tens of thousands of deaths in the 
United States were linked to medical errors, the 
quality of medical care has evoked increasing 
concern (3–5). In 2001, the Institute of Medicine 
stated that “the U.S. health care delivery system 
does not provide consistent, high-quality medi-
cal care to all people,” that healthcare “harms 
patients too frequently,” and that “between the 
health care that we now have and the health 
care that we could have lies not just a gap, but a 
chasm.” Quality improvement requires growth 
and adaptability, and these in turn require knowl-
edge and communication of goals and obstacles 
in a changing environment. As W. Edwards Dem-
ing said, “It is not enough to do your best; you 
must know what to do, and then do your best” 
(6). The performance of individual physicians is a 
signifi cant factor in the overall quality of health-
care. Healthcare providers whose loved ones 
have needed medical care may have witnessed 
the unfortunate reality fi rsthand: Doctors are 
fallible, and the care they provide is not always 
optimal. In fact, much of medical practice is not 
evidence-based (5). This is true also of radiology 
(7). Moreover, the quality of a physician’s perfor-
mance tends to decrease with an increasing num-
ber of years in practice (8).

Quality Improve-
ment Efforts and Physi-

cian Performance Evaluation
The American Board of Medical Specialties 
(ABMS) took up the call for quality improve-
ment, focusing on individual physician perfor-
mance. In 2000, the ABMS instituted a program 
for maintenance of certifi cation, stipulating 
that the renewal of certifi cation should be con-
tingent on continuous evaluation and ongoing 
demonstration of quality in four areas: profes-
sional standing (eg, licensure status); lifelong 
learning; cognitive expertise (eg, evidenced by 
performance on standardized tests); and perfor-
mance in practice (9,10). Since performance in 
practice is the principal parameter of interest in 
most peer-review efforts in radiology, our article 
focuses on physician clinical performance assess-
ment. Landon et al (11), writing for the ABMS, 
defi ned physician clinical performance assess-
ment as “the quantitative assessment of physician 
performance based on the rates at which their 
patients experience certain outcomes, and/or the 
rates at which physicians adhere to evidence-
based processes of care during their actual prac-
tice of medicine.”

The JCAHO, aligning its efforts with those of 
the ACGME and the ABMS, issued new guide-
lines for medical credentialing and privileging 
that require ongoing, practitioner-specifi c evalu-
ation of six general competencies. These include 
patient care, technical skills, professionalism and 
communication skills, systems-based practice, 
practice-based learning and improvement, and 
medical knowledge and clinical judgment. Of 
these six general competencies, the last—medical 
knowledge and clinical judgment—is most closely 
related to performance in practice (12).

Peer Review in 
Diagnostic Radiology

Of the factors relating to overall physician com-
petence, performance in practice is the most dif-
fi cult to assess. Limited procedure numbers and 
patient populations for individual physicians, as 
well as confounding variables such as variations 
between patient populations, are typical obstacles 
to a statistically meaningful assessment of indi-
vidual physician performance in practice. Since 
clinical outcomes data are diffi cult to collect and 
analyze, few specialties have developed a com-
prehensive, evidence-based system for physician 
clinical performance assessment (11).
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the average case volume per physician in radiology 
exceeds that in many other specialties. In addition, 
adherence to standards of care in radiology may 
be defi ned by the degree of interpretive agreement 
between readers, which is believed to be useful for 
gauging diagnostic accuracy. Hence, in radiology, 
the evaluation of physician performance may be 
reduced to an assessment of diagnostic accuracy—
whether or not a certain diagnostic feature was 
perceived, interpreted correctly, and reported.

Peer review is the most commonly used 
method for assessing performance in terms of 
medical and clinical knowledge among radi-
ologists (12). Ideally, it involves the fair and 
transparent evaluation of performance by a 
physician’s peers to identify opportunities for 
additional education, error reduction, and self-
improvement. If quantitative data about clini-
cal outcomes were collected at the regional or 
national level, peer review might also facilitate 
objective benchmarking of radiologists and 
facilities according to their overall diagnostic 
performance.

The ACR currently requires that medical 
centers participate in physician peer review to 
obtain and maintain accreditation; only institu-
tions and programs that specialize in mammog-
raphy and stereotactic and ultrasonography-
guided breast biopsy procedures are exempted 
(13). However, the ACR requirement is vol-
untary, and noncompliance incurs no penalty 
other than refusal of accreditation. The JCAHO 
similarly requires that all staff participate in peer 
review, with a continuous random review of 5% 
of cases for ongoing credentialing (14).

Because considerable variation exists in the 
identifi cation and interpretation of abnormal 

imaging fi ndings, the identifi cation of a particular 
reading as “accurate” is subjective and possibly 
controversial. For this reason, we have focused on 
the measurement of diagnostic performance in 
the terms mandated by an increasing number of 
regulatory groups (15).

Attributes of Effec-
tive Peer-Review Systems

The key attributes of an effective method of 
clinical performance evaluation have been de-
fi ned by the ABMS and JCAHO. Evaluation of 
performance in practice should reveal oppor-
tunities for quality improvement, help ensure 
competence, help improve individual outcomes, 
and provide evidence in cases of adverse and 
sentinel events (11,16). In addition, the peer-
review process must be unbiased, fair, and bal-
anced. Cases ideally should be selected at ran-
dom to broadly represent the work performed 
in the radiology department. The views of the 
physician whose work is undergoing review, and 
any minority opinions, should be recorded. The 
evaluation process should be consistent, with all 
staff being aware of and adhering to established 
rules and procedures. The process also should 
be timely so as to represent the current state of 
performance; interpretations should be evalu-
ated within a reasonable interval after the initial 
report. Moreover, peer review should be ongo-
ing so that data can be tracked over time and 
analyzed to reveal trends. As with any part of 
the performance evaluation process, peer review 
should be nonpunitive, have a minimal effect on 
work fl ow, and allow easy participation.

Table 1
Regulatory Functions of Healthcare-related Agencies in the United States

Function Defi nition of Function Agency Performing the Function

Accreditation Granting of formal approval to graduate medical educa-
tion programs; designed to ensure and improve the 
quality of physician training

ACGME, ACR

Licensure Granting of legal permission to individual physicians to 
practice within their area of certifi cation (certifi cation is 
issued by a noncivil testing or training authority)

State (specialty board)

Credentialing Assessment and confi rmation of the qualifi cations of 
healthcare practitioners; based on their education, train-
ing, certifi cation, licensure, and practice history

Medical center in conjunction with 
JCAHO

Privileging Authorization of healthcare practitioners to provide spe-
cifi c services to patients; based on existing certifi cation 
or a direct assessment of skills

Medical center

Sources.—References 1 and 2.

In radiology, evaluation of performance in 
practice—or what could be called performance at 
the workstation—may be uniquely feasible, since Teaching
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Figure 2. Flowchart shows the process for 
performance-based assessment of radiology 
faculty as described in Jackson et al (22) and 
Accreditation Council for Graduate Medical 
Education (1). At bimonthly radiology con-
ferences, discrepant cases may be submitted 
by either the initial reader or the reviewing 
radiologist. At weekly interdisciplinary con-
ferences, clinicians from any specialty may 
submit review cases and contribute informa-
tion. Halsted (23) believes that this system 
“empowers staff members to handle discrep-
ant cases as they deem appropriate” because 
“they will be given the fi rst opportunity to 
deal with errors themselves” and to notify 
patients and clinicians or dictate addenda to 
reports. Tracking of errors made by individual 
staff members, although it is required by the 
JCAHO, may be considered a drawback.

Figure 1. Screen capture shows the case review submission page in the RadReview workstation-
integrated system.

tive peer review might easily be incorporated 
into the protocol for performing and interpret-
ing standardized radiologic studies; however, to 
our knowledge, no attempt has been made to 
establish such a peer-review system. In a reac-
tive peer-review system, performance is assessed 
and documented only when discrepant reports 
are retroactively compared during routine clini-
cal work (12,19). This type of peer review may 
be biased and subjective.

Workstation-
integrated Peer Review

Workstation-integrated peer review is a reac-
tive evaluation performed at the workstation. It 
requires no additional reading by the reviewing 

It is therefore best to incorporate the peer-
review process into a preexisting evaluation 
system, such as a department’s quality assur-
ance program. Such systems are already used 
by attending radiologists to evaluate residents, 
fellows, and other staff. However, a simple, 
minimally intrusive, objective, and fair system 
for the routine clinical peer review of attending 
radiologists’ diagnostic performance has yet to 
be developed at many institutions.

Existing peer-review systems have been classi-
fi ed as either proactive or reactive (17). One ex-
ample of a proactive peer-review system would 
be a blinded, randomly assigned, routine double 
reading by separate radiologists (18). A proac-
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Figure 4. Flowchart shows the quality assessment 
process in a group radiology practice described by 
Soffa et al (18). The rating system used is similar to 
the four-point scoring system in RADPEER and Rad-
Review, with a score of 3 or 4 indicating interpretive 
disagreement or outright misinterpretation of fi ndings. 
QA = quality assurance.

Figure 3. Flowchart shows the peer-review process 
in the RADPEER and RadReview workstation-inte-
grated systems. A four-point scoring system is used 
to assess interpretive accuracy. Overlooked or misin-
terpreted fi ndings in a routine case are grounds for a 
score of 3 or 4, which mandates auditing by the section 
chief or a peer-review committee. Validated perfor-
mance data are stored in departmental and external 
databases for subsequent viewing and analysis. The 
online accessibility of performance data may provide 
motivation for improvements in individual and depart-
mental performance and peer-review participation. 
However, interdepartmental comparisons are tenuous 
because of the absence of validated benchmarks.

radiologist and, hence, causes minimal interfer-
ence with the regular work fl ow. It involves the 
review of fi ndings previously reported by an-
other radiologist.

One example of a workstation-integrated 
peer-review system is RADPEER, which was 
developed by the ACR. When a radiologist en-
counters a previously read study during routine 
interpretation of a current study, he or she may 
choose to use RADPEER to evaluate the previ-
ous radiologist’s interpretation.

More recently, two other online peer-review 
systems were developed by using the same princi-
ples as RADPEER for scoring and reporting clini-
cal performance data. These are eRADPEER, also 
developed by the ACR, and RadReview (Fig 1), 
a noncommercial program developed at the Beth 
Israel Deaconess Medical Center. The benefi ts of 
online peer-review systems include secure, per-

sonalized Web-based log-in, electronic data entry, 
and automated routing of performance data to the 
appropriate databases and quality assurance offi -
cials. No signifi cant differences exist between these 
systems in terms of scoring or data entry.

In the RadReview system, data undergo a 
complex process before submission to the ACR 
database. The fi rst step after scoring is data 
verifi cation, wherein the section chief reviews 
rating statistics and selects cases with a score 
of 3 or 4 for auditing. Next, the section chief 
audits all reviews with these scores and may 
exercise the option of adjusting a score if he or 
she disagrees with the reviewer’s assessment. 
The fi nal ratings are submitted to the depart-
ment chair for review. RadReview also includes 
designated screens for submission statistics and 
performance statistics of all participating staff, 
two powerful ways of encouraging improvement 
in performance and ongoing active participation 
in the peer-review process. eRADPEER allows 
online review of comparative performance data 
from other centers, although no benchmarking 
standards have yet been established.

In addition to these workstation-integrated 
systems, many other methods may be used for 
peer review of diagnostic performance in radiol-
ogy (Figs 2–4; Tables 2, 3).
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Table 2
Description of Processes for Peer Review of Diagnostic Accuracy in Radiology

Source and Refer-
ence Number Peer-Review Metric

Performance Data Collection Method*

Description Advantages Disadvantages

Soffa et al (18) Disagreement rate 
between two radi-
ologists in a group 
practice

Blinded double
reading of 2% of 
all cases

Not vulnerable to 
selection bias

Resource intensive: 
two parties initially 
read the study; third 
and fourth parties 
compare discrepant 
reports to render a 
fi nal decision

Donnelly (12), 
Donnelly and 
Strife (20)

Medical and clinical 
knowledge; fre-
quency of faculty 
errors

Incidental observa-
tion of discrepant 
interpretation of a 
study in any clini-
cal scenario†

Meets guidelines 
set by JCAHO; 
is easily integrat-
ed into existing 
interdisciplinary 
clinical system; 
maximizes edu-
cational oppor-
tunities for whole 
department

Vulnerable to selec-
tion bias; unable to 
control for practi-
tioner-specifi c case 
type or volume

McEnery et al 
(14), Borgstede 
et al (19), Strife 
et al (21)

Accuracy of interpre-
tation

Workstation-inte-
grated peer review 
(RADPEER, 
RadReview)

Meets guidelines 
set by ABMS 
MOC program 
Part IV; integrat-
ed into regular 
work fl ow, mini-
mally disruptive‡

Selection bias; unable 
to control for practi-
tioner-specifi c case 
type or volume

Note.—MOC = maintenance of certifi cation.
*Regardless of the method of data collection used, data may be shared with all staff members at discrepancy 
review meetings to allow learning from previous mistakes.
†For example, discrepancies might be noticed during comparison of a current study with a previous one, during 
a clinical consultation, or during a clinical case-review conference.
‡Part IV of the ABMS MOC program involves an evaluation of practice performance that is linked to an ongoing 
practice quality improvement process for diagnostic radiology. Radiologists participate in one personal quality 
initiative project selected from a list of fi ve targeted areas, including accuracy of interpretation.

Table 3 
Timeline for Completion of Tasks in the Practice Quality Improvement Program

Year of 
Cycle Task to Be Completed by Radiology Diplomate

1 Learn about PQI process, select project and metric(s)
2 Collect baseline data
3 Analyze data, work on improvement plan
4 Collect data, compare with initial data, summarize results
5 Modify improvement plan
6 Analyze data; if goals were achieved, select another PQI project
7 Summarize data, refi ne improvement plan
8 Continue collecting data
9 Complete collection of improvement plan data, analyze data, summarize data
10 Prepare fi nal report of results and conclusions, maintain gain of fi rst cycle, 

select topic for next cycle

Source.—Reference 21.
Note.—PQI = Practice Quality Improvement.
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Controversies, Chal-
lenges, and Future Possibilities

Several aspects of diagnostic radiology peer review 
remain controversial. For example, how should 
previously reported studies be selected for review, 
and to what extent should complex studies (eg, 
multisequence magnetic resonance [MR] imaging 
evaluations) be reviewed? Routine peer review of 
complex studies would clearly be onerous. More-
over, there is no consensus about what percentage 
of studies should be reviewed. Some institutions 
and organizations randomly select 5% of the an-
nual radiology case load for peer review, but this 
proportion is not, to our knowledge, evidence-
based. Other challenges that may arise include 
biases for or against the initial reader or modal-
ity used for a specifi c application, and collective 
targeting of individual physicians; however, such 
occurrences can be detected with regular reviews 
of scored cases and data. In addition, controversy 
may surround decisions about how to manage 
abnormal fi ndings when these are detected retro-
spectively and are likely to affect patient manage-
ment. Departmental or institutional policy should 
be used as a guide in these situations, which may 
include decision making about disclosures to the 
ordering physician and the patient.

In keeping with Deming’s “plan-do-study-act” 
model for continuous quality improvement, efforts 
to optimize the quality of performance in clinical 
practice must proceed in conjunction with evi-
dence about the validity of those efforts. Although 
existing peer-review systems have some of the 

attributes prescribed by the JCAHO and ABMS, 
rigorous evidence of the validity, reliability, and re-
producibility of these systems is lacking; there is as 
yet no proof that they will yield useful information 
about performance and lead to quality improve-
ment in future. Challenges to the collection of use-
ful performance data and controversies surround-
ing their interpretation and use are summarized in 
Table 4 and discussed in the next section.

Assessing the 
Validity and Reliability of 

Current Peer-Review Measures
Physicians’ clinical performance may be assessed 
in terms of either clinical outcomes or rates of 
adherence to standards of care (11). As noted by 
Jackson et al (22), the relative feasibility of as-
sessing adherence to standards of care by using 
interpretive agreement as the measure has led to 
a principal emphasis on interpretive agreement 
in peer review. Additional documentation of the 
clinical signifi cance of potential errors has been 
accomplished by some (17,18). The second ACR 
task force on patient safety recently added this 
option to the existing dimensions of evaluation 
in RADPEER (22). Statements concerning the 
clinical signifi cance of errors, while important, 
may not always be objective, and the task force 
has suggested that such qualifi cations be based 
on “‘gut’ assessments of the likelihood of impact 
… on patient care” (22).

Table 4
Questions That Affect the Collection of Performance Data for Peer Review

What guidelines should be set for assuring adequate representation of all study types?
To what extent should complex studies (eg, multisequence MR imaging examinations) be reviewed retrospectively?
Who should do the initial review or double readings, and who should validate the results?
How many reports must be reviewed in order to ensure statistically meaningful representation of a radiologist’s 

performance?*
How should cases be selected for review?
How should case review quotas be calculated—on a monthly or a yearly basis?
How can the anonymity of initial readers and reviewers be protected in a strictly reactive peer-review system?
How can a balanced review (eg, with random selection of cases) be achieved in a strictly reactive system?
How can reviews consistently be performed in a timely manner in a strictly reactive system?
Who should bear the fi nancial burden of peer review?†

*The card-based review system offered by the ACR (RADPEER) allots as many as 50 cards per physician per 
month (19). If a radiologist’s average annual case load is 10,000 studies, this translates into review of approxi-
mately 5% of the radiologist’s annual case load. Soffa et al (18) applied blinded double reading to 2% of the 
annual case load. However, to our knowledge, the validity of these approaches has never been demonstrated.
†The annual fee for use of RADPEER, which is approximately $100–$400, decreases with an increasing num-
ber of participants. More objective and proactive systems of peer review can be expected to cost more than less 
objective ones. The cost of peer review likely will be absorbed by each facility, but if it is attributed to the bottom 
line, it could lead to an increase of 1%–2% in the average cost of radiologic studies.
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Jackson et al (22), the relative feasibility of as-
sessing adherence to standards of care by using 
interpretive agreement as the measure has led to 
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clinical signifi cance of potential errors has been 
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Diagnostic accuracy has a great impact on the 
overall effectiveness of radiology practice—not 
only in terms of clinical outcomes but also in 
terms of resource utilization (7). For this reason, 
it may be worthwhile to expand the scope of per-
formance evaluations beyond the number of false-
positive fi ndings, currently the single parameter 
used in some peer-review models. As part of a 
quality assurance effort, Lee (17) evaluated breast 
imaging reports according to the following three 
parameters: positive predictive value, disease de-
tection rate, and abnormal interpretation rate (ie, 
the frequency of reports that led to further testing 
or procedures). Of course, that depth of analy-
sis is feasible only in the most objective clinical 
settings—for example, when a study is performed 
to rule out a defi nitive disease entity or in cases 
where ample follow-up information exists. Still, 
some assessment of false-positive rates may be ap-
propriate in a substantial number of cases, and the 
addition of that parameter to the scoring systems 
described earlier may be benefi cial.

Reactive forms of peer review are plagued by 
yet another problem: selection bias. At an insti-
tution where an interdisciplinary model of peer 
review is applied, it has been asserted that “‘no 
news is good news,’ because any signifi cant errors 
will be reported” (23). Contrary to this notion, our 
experience shows that bias may in fact be in play 
and result in the underreporting of errors. In ad-
dition, poor general compliance with peer review 
has been reported even with the application of a 
workstation-integrated model, which may repre-
sent the method of review that is least disruptive 
to work fl ow (19). Even if all discrepancies dis-
covered during routine clinical work were openly 
reported, reactive peer review might still fail to 
reliably indicate performance quality. Some errors 
might be lost in the sea of clinical information, 
never to be followed up, reviewed, or reported. A 
partial solution to this problem might be to man-
date peer review of a specifi ed number of cases of 
each type read by each radiologist. Another solu-
tion that might be appropriate for larger academic 
departments is for all retrospective reviews to be 
performed by imaging subspecialists.

Related to the issue of selection bias is the 
question of whether physicians should be re-
viewed anonymously. Ideally, a radiologist’s iden-
tity should remain confi dential during the gen-
eration, auditing, and validation of performance 
data. While some measure of anonymity may be 
possible in proactive peer review, it is impossible 
in reactive peer review. Failure to ensure anonym-

ity could adversely affect the objectivity of evalu-
ation and infringe on the privacy of radiologists 
whose performance is being reviewed. Greater 
automation of the performance evaluation pro-
cess and allotment of a certain percentage of 
cases for mandatory peer review may help safe-
guard anonymity. Systems could also be estab-
lished for monitoring scored cases to detect any 
trend suggestive of bias.

Interpretive Disagree-
ment: Analysis and Stan-

dardization of Performance Data
All of the currently applied peer-review methods 
assess interpretive disagreement between read-
ers. Such assessments are based on the premise 
that variability implies potential oversight or er-
ror. However, since variability is not always the 
consequence of error (4,17,24), a third mediating 
party, such as the section chief or a review panel, 
must validate reviewers’ scores. In future, the 
auditing of initial scores by a review committee 
may prove unnecessary: In a preliminary study, 
we found a high statistical correlation in ratings 
between radiologists and their section chiefs (un-
published data presented at the RSNA Annual 
Meeting, November 30–December 5, 2008).

Broad faculty involvement in performance 
evaluations may benefi t even those physicians 
who are not directly involved in a peer-review 
event; however, mandatory participation in all 
such events may unnecessarily constrain re-
sources and limit the scope of the peer-review 
process. Ideally, quality assurance should be as 
automated as possible, requiring faculty oversight 
only in special instances. With the advance of sys-
tems-based medicine and online patient medical 
records, we expect much greater automation also 
in the performance evaluation system. 

Increasing automation should allow the elec-
tronic tracking of radiology reports over time to 
detect matching or mismatching of key-words 
with clinical outcomes.

Another problem created by reliance on mea-
surement of interobserver discrepancy is that the 
data extracted can be used only to set internal 
standards, not to establish interfacility bench-
marks. Borgstede et al (19) showed that intrade-
partmental committee-validated disagreement 
rates obtained with the use of RADPEER varied 
signifi cantly between facilities. Even if intrade-
partmental discrepancy rates are consistent in 
many medical centers, as was reported by Jackson 
et al (22) and confi rmed by our preliminary as-
sessments performed with the use of RadReview, 
statistical averages of such data would be useless 
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and discussion of discrepancies in interpretation at 
regular conferences, enabling all members of a de-
partment to learn from common pitfalls. This ap-
proach has led to quality improvement at various 
levels in a department where an interdisciplinary 
model of peer review was applied (Fig 2) (12,23). 
Department-wide conferences may be incorpo-
rated into any peer-review system.

The management of retrospectively detected 
errors that affect patient care should be guided by 
departmental and institutional policy.

Legal Considerations
In order to encourage free participation in qual-
ity improvement measures, federal and state laws 
afford certain legal privileges and immunities 
to performance-related data extracted or docu-
mented in the course of peer review and related 
proceedings. Immunity from discovery by the 
patient is contingent on state-specifi c laws. For 
instance, data initially generated by a peer-review 
committee specifi cally for the purpose of further-
ing quality improvement are legally privileged; 
however, documents produced by other enti-
ties, such as the hospital administration, or for 
purposes other than quality assessment and im-
provement are not privileged (27,28). The Health 
Care Quality Improvement Act of 1986, a federal 
law, affords legal immunity, “in suits brought by 
disciplined physicians, from liability for money 
damages to those who participate in professional 
peer review activities” (29). Actions undertaken 
by a peer-review committee must meet certain 
standards in order to qualify for immunity from 
legal claims brought by physicians who have been 
corrected or disciplined after making a gross er-
ror. The peer-review committee must have taken 
action (a) with the reasonable belief that the 
purpose of such action was to further healthcare 
quality; (b) after a reasonable effort to discover 
all the facts; (c) after providing adequate notice 
and a fair hearing to the physician; and (d) with 
the reasonable belief that disciplinary measures 
were warranted (30). The U.S. Supreme Court 
accordingly has ruled that actions by a peer-re-
view committee are not protected by the Health 
Care Quality Improvement Act in antitrust or 
anticompetition proceedings (31).

In short, federal and state laws afford some 
privileges or immunities to peer-review bod-
ies because legislators recognize the need to 
encourage candor and objectivity in peer inves-
tigations in order to improve healthcare quality. 
However, the need to prevent a chilling effect on 

for deriving absolute benchmarks of performance 
that would be valid for all facilities; interfacility 
disagreement rates may well exceed intrade-
partmental rates. To our knowledge, no study of 
interpretive agreement between members of dif-
ferent facilities has been attempted.

Effect of Peer Review 
on Individual Radiologists

Practitioner-specifi c clinical performance data 
have various uses and ramifi cations for individual 
radiologists. Collected on an ongoing basis, such 
data are necessary for credentialing and certifi ca-
tion. As for licensing, the House of Delegates of 
the Federation of State Medical Boards of the 
United States declared in 2004 that “state medi-
cal boards have a responsibility to the public to 
ensure the ongoing competence of physicians 
seeking relicensure,” although legislation to that 
effect will require state-by-state adoption of this 
policy (25,26). Performance data also may guide 
continuous self-improvement, and qualifi cations 
based on these data can be expected to affect 
healthcare choices of patients and providers. 
Moreover, pay-for-performance reimbursement, 
whereby a portion of the payment to a physi-
cian is based on his or her adherence to quality 
and effi ciency standards, is increasingly common 
among social and private insurers. Federal and 
state laws afford some legal immunity in situa-
tions relating to peer review for the purposes of 
improving the quality of healthcare services. The 
legal and malpractice implications of peer-review 
systems are discussed below.

Managing Under-
performance and Retro-

spectively Addressing Errors
If peer review is to have any benefi cial effect, 
procedures must be put in place to correct or 
ameliorate individual radiologists’ mistakes. For 
institutional accreditation, the ACR requires that 
all RADPEER scores of 3 or 4 be internally vali-
dated and acted on appropriately. Specifi c rec-
ommendations for action are seldom published 
because generalizations are diffi cult and may be 
counterproductive: If signifi cant errors occur 
in routine cases, they are likely to be radiologist 
specifi c, and their correction in any case will be at 
the discretion of the institutional faculty.

In diffi cult cases, by contrast, interpretive dis-
crepancy is more common, and it is there that 
quality improvement efforts may be most fruitful 
(19). Noting that diagnostic errors tend to oc-
cur in patterns, Halsted (23) argued that effi cient 
quality improvement must involve open disclosure 
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(33), efforts to construct strict and standardizable 
methods for performance evaluation have been 
limited. Time will tell if more robust evaluation 
tools are necessary.

Conclusions
Quality management in medicine is a growing en-
deavor. Recently updated criteria for certifi cation, 
credentialing, and privileging place increased 
emphasis on the collection of practitioner-specifi c 
performance data and ongoing professional 
evaluation. Attributes of physician clinical per-
formance assessment have been defi ned, and 
specifi c metrics have been recommended by the 
ABMS, JCAHO, and ACGME. In radiology, the 
assessment of reading accuracy, which allows 
quantitation of at least some performance param-
eters, has been implemented with minimal inter-
ference in the regular work fl ow. However, the 
validity and reliability of this method have not yet 
been rigorously demonstrated. Expansion of the 
parameters of peer review to include the number 
of false-positive fi ndings, along with mandated 
review of specifi c case types and volumes, may 
solve some logistical problems but will likely face 
implementation challenges. For now, the primary 
challenge is to attain enthusiastic participation in 
peer review. Toward that end, we recommend fre-
quent friendly reminders and ongoing confi den-
tial disclosures of performance data to participat-
ing radiologists.
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the accurate evaluation of healthcare facilities is 
balanced against the rights of individuals who are 
subject to performance review and litigation. The 
legal immunities and privileges conferred on peer-
review committees therefore are restricted to le-
gitimate actions taken by such committees, actions 
that are genuinely intended to improve healthcare.

Because legal protections for documents and 
information emanating from peer review are not 
uniform, radiologists are best advised to seek 
local counsel. Berlin (32) offers fascinating in-
sights into these issues as they relate to the prac-
tice of radiology.

Implementation and Main-
tenance of a Peer-Review System

Whatever the method used for peer evaluation, 
the staff may be reluctant to participate. (Reasons 
for resistance to the implementation of peer-
review procedures, as voiced by members of our 
staff, are shown in Table 5.) If peer review was 
only recently incorporated into the daily routine, 
frequent friendly reminders may be needed. Such 
reminders might take the form of pop-up win-
dows on workstation monitors, e-mails, or text 
messages. It is important that peer-review sys-
tems be simple, have minimal effects on regular 
work fl ow, and demonstrate immediate as well 
as long-term benefi ts of participation. The latter 
objective can be accomplished in the short term 
with a performance summary like that provided 
by RadReview—for example, a breakdown of 
performance statistics by study type for all stan-
dardized studies, or by case type for all cases in 
specifi c categories. Such disclosures may reveal 
shortcomings that can be targeted for further 
focused training. Long-term demonstration of 
the benefi ts of any method of physician clinical 
performance assessment requires a continuous 
accumulation of data.

Having considered these perspectives, it is 
worth noting the following statement made by 
Borgstede et al (19): “The philosophy of current 
quality improvement approaches … is to employ 
practical, easily obtained quality measures, al-
though they may not be altogether unimpeach-
able, and to concentrate resources and energy on 
the work of improving quality, not on measure-
ment.” Indeed, although work to defi ne the pa-
rameters of quality of care in radiology is ongoing 

Table 5
Reasons for Resistance to Implementation of 
Peer Review in Our Department

“Peer review is time consuming.” (Reviewing cases 
disrupts work fl ow; submitted data must be 
analyzed further.)

“Show me how the system really helps; I want to 
see the benefi ts of my efforts.”

“Data can be used against us; I don’t want to get 
my colleague into trouble.”

“Peer review is too subjective.”
“Some staff members don’t seem to play fair.”
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